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A B S T R A C T

Since its introduction, television has been the main channel of investment for advertisements in
order to influence customers purchase behavior. Many have attributed the mere exposure effect
as the source of influence in purchase intention and purchase decision; however, most of the
studies of television advertisement effects are not only outdated, but their sample size is ques-
tionable and their environments do not reflect reality. With the advent of the internet, social
media and new information technologies, many recent studies focus on the effects of online
advertisement, meanwhile the investment in television advertisement still has not declined. In
response to this, we applied machine learning algorithms SVM and XGBoost, as well as Logistic
Regression, to construct a number of prediction models based on at-home advertisement ex-
posure time and demographic data, examining the predictability of Actual Purchase and Purchase
Intention behaviors of 3000 customers across 36 different products during the span of 3 months.
If we were able to predict purchase behaviors with models based on exposure time more reliably
than with models based on demographic data, the obvious strategy for businesses would be to
increase the number of adverts. On the other hand, if models based on exposure time had un-
reliable predictability in contrast to models based on demographic data, doubts would surface
about the effectiveness of the hard investment in television advertising. Based on our results, we
found that models based on advert exposure time were consistently low in their predictability in
comparison with models based on demographic data only, and with models based on both de-
mographic data and exposure time data. We also found that there was not a statistically sig-
nificant difference between these last two kinds of models. This suggests that advert exposure
time has little to no effect in the short-term in increasing positive actual purchase behavior.

1. Introduction

It is generally thought that in order for companies to increase sales, they must somehow increase the purchase intention of their
potential customers (Armstrong, Morwitz, & Kumar, 2000; Morwitz, Steckel, & Gupta, 2007). Historically this has been approached
through many channels, but since the successful introduction of the television to the general public, it has been largely attempted via
television commercial advertisements, and many companies invest heavily on these efforts. However, most studies to prove the
effectiveness of these advertisements have been conducted on small sample groups, usually introducing a customer to a commercial
advertisement and measuring their intentions to purchase a product before and after watching the advertisement with a survey (e.g.
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Khuong & Nguyen, 2015). Studies on the predictability of purchase behavior from purchase intention data have pointed out that
many of these analyses have very different results (Morwitz et al., 2007; Newberry, Klemz, & Boshoff, 2003; Sun & Morwitz, 2010),
presumably because of small and non-representative samples, and controlled environments that do not reflect reality.

With the advent of Big Data and new methodologies in the field of information technology, there is a new and improved lens for
advertisement research on the effects it can have on people outside controlled environments; however, its focus is mostly on similarly
new advertisement online and in social media (Gonzalez Camacho & Alves-Souza, 2018; Ramaboa & Fish, 2018; Shareef, Mukerji,
Alryalat, Wright, & Dwivedi, 2018; Wu, Kao, Wu, & Huang, 2015), leaving behind the study of more traditional advertisement which
has not declined in use since the increase of online advertisement. In response to this lack of current research in the field of television
advertisement, we propose a machine learning approach to this problem, with a large database of the household television usage
timelines of surveyed individuals and their answers regarding recent purchase intentions and actual purchase recalls at two points in
time separated by 3 months, provided by the Nomura Research Institute, Ltd.

Now, following the traditional train of thought of the effects of mere exposure (Zajonc, 1968), we propose collecting the accu-
mulated number of seconds that a user has viewed a commercial advert related to a certain product and observe its effects on the
users. With this data we propose training a number of models to predict the purchase intention and purchase recall of users based on
the amount of accumulated seconds of being exposed to the advertisement for the related product in the survey, and then compare it
to models that use demographic data of the users as a control. We propose to do this by unit of product, to observe the difference in
marketing success from product to product, and by unit of user, to observe the rate of population that was potentially influenced by
advertisements. This introduces both granularity, as we are using precise television viewing time and observing effects over time, and
the potential of generalizing our prediction model to unknown new users or products after training.

2. Research objective

The objective of this study is to provide an updated methodology and a larger scale database to measure the mere exposure effect
and perceptual fluency effect of television adverts on purchasing behavior. For a long time, psychology based studies have been
widely performed on small groups of people in very controlled environments that do not reflect customers in real life accurately, and
they have been traditionally thought effective without criticism. We aim to measure the predictability in purchase behavior based on
the time spent exposed to adverts of specific products in household televisions during the duration of 3 months, then compare it to the
predictability in purchase behavior when using demographic data to provide a clearer answer to whether the heavy investment into
TV advertising is actually having an effect on customers to purchase more. As control, we will also measure the predictability in
purchase behavior based on demographic data and combining the two sources of data. In the case that the predictability is high
enough compared to models that don’t include exposure time, this methodology could be used as a measure for future sales. On the
other hand, a low predictability in comparison to the control would create doubts on whether the mere exposure to advertisements on
television is being effective.

3. Related work

In previous research, there have been attempts to analyze the effects of adverts via mere exposure (Hekkert, Thurgood, &
Whitfield, 2013), and many studies have replicated the original experiment by Zajonc unrelated to adverts in the field of psychology
(Dechêne, Stahl, Hansen, & Wänke, 2009; Huang & Hsieh, 2013). Now, in addition to the focus on the mere exposure effect, there
have been attempts to measure the effects of advertisements on brand recognition and perception fluency (Fang, Singh, & Ahluwalia,
2007), as well as its effects on the perception of the product (Gmuer, Siegrist, & Dohle, 2015). Fluency is defined as the level of ease or
difficulty with which external information is processed (Schwarz, 2004). Previously it has been proven that it can produce bias, and it
has been shown to affect the judgement of truth (Silva, Garcia-Marques, & Reber, 2017). For a long time, the perceptual fluency
model has stated that repeated exposure leads to a more readily accessibility of the target brand in memory, which in turn must have
an effect on the ability to recognize a brand in the future (e.g. Jacoby & Dallas, 1981). Most of the older research had arrived to a
consensus that there is a positive influence (Reber, Winkielman, & Schwarz, 1998; Seamon et al., 1995). More recent research,
however, explores further whether these effects in memory are strictly related to positive emotional judgment on the brands or if they
can also imply negative judgements based on the main objective of a product (Lee & Labroo, 2004).

Research of the direct effects of television advertisement has also been attempted. One study focuses on child obesity by using
weight measurements (Boyland & Halford, 2013). An even more direct approach has been made in another study which has used
brain imaging in order to explore the short-term and long-term memory effects of TV commercials (Rossiter, Silberstein, Harris, &
Nield, 2001). It should be noted that, as is to be expected in a brain imaging experiment, the participants observed the advert directly
and more consciously than in mere exposure experiments.

Now, two of the main issues with these studies and others in television advertisement effects are that, not only is the size of the
samples in these experiments questionably small, but the environment is limited in that it becomes extremely controlled, to the point
where it doesn’t reflect the reality of customers watching daily television in their homes and making purchases anymore, and the
observations environment itself could affect the results.

In order to solve this limitation, our research is based in data science analysis methodology, such as machine learning algorithms
trained from large samples of data. Current big data analysis on advertising is mostly focused on online advertisements (Stitelman,
Dalessandro, Perlich, & Provost, 2011; Wu et al., 2015), where, with the advance of current technology, a user is exposed to adverts
placed near to the content they are currently consuming which are specifically targeting their interests (Perlich, Dalessandro, Raeder,
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Stitelman, & Provost, 2013; Schwartz, Bradlow, & Fader, 2017), catching their attention (which is no longer mere exposure, but direct
interaction), or a user is incentivized to watch an advertisement by blocking completely the content they were consuming until the
advertisement is finished playing on screen. Most of the research in this area is focused on new ways to create online advertisements
in social media (Shareef, Mukerji, Dwivedi, Rana, & Islam, 2017b) and suggestions or recommendations targeted to a user’s interests
(e.g. Choi, Oh, Kim, & Ryu, 2016; Jansen, Moore, & Carman, 2013; Kannan, Ghinea, & Swaminathan, 2015; Zhang, Zhang, Gao, Yuan,
& Liu, 2014) reducing the need of mere exposure advertisement while online. In addition to this, some studies have focused on testing
the effects of online advertisement on customers (Alalwan, 2018; Lee & Hong, 2016; Shareef, Dwivedi, Kumar, & Kumar, 2017a).

While these new technologies made possible the analysis of online advertisement and social media, the focus has shifted and there
is no research using these technologies to test the effectiveness of the mere exposure effect based advertisements which are still in use
in other traditional means, such as billboards, or as we analyze in our study, television advertisement. Our study is unique in that,
using data from television advertisement in household environments and not online ads, we apply data science methodology to
explore with a larger sample and a household environment, if there is an effect caused by mere exposure advertisement, and to what
extent this effect happens. Our study is also unique in that comparing the results of prediction models based on exposure time to those
using demographic data used in previous literature, we can determine if there is an effect caused by exposure, or if purchase behavior
is better decided by other external factors, such as income of each individual and their marital and parental statuses.

4. Methodology

As explained above, our approach is to train machine learning models based on the number of seconds of advertisement exposure
and demographic data, to predict the effect on the customers purchase decisions measure their predictability. A high predictability
based on exposure time would be useful for measuring and predicting sales in any industry. On the other hand, a low predictability in
comparison to that of demographic data models would create doubts that the current advertisement based on mere exposure is
effective.

Our proposed method is explained in detail in the following sections.

4.1. Experiment design overview

First we will explain the general design of the experiments. Each experiment consists in creating a prediction model based on a
dataset comprised of input features and previously known output labels. After the model is trained, it is able to make predictions of
new output labels of unknown data if given new input values. In this study, we created many models by variating the training input
features and output labels and compare their results. For the input data, we prepared datasets based on advertisement viewing time
and demographic data. For the prediction targets, we prepared datasets for Purchase Intention and Actual Purchase behaviors. We
also measured the predictability of each purchase behavior target either by unit of product, to observe the difference in marketing
success from product to product, and by unit of user, to observe the rate of population that was potentially influenced by adver-
tisements. Finally we utilized 3 different prediction models, Support Vector Machine (Cortes & Vapnik, 1995), XGBoost (Chen &
Guestrin, 2016) and Logistic Regression (Walker & Duncan, 1967) in order to compare performance. These variations for each
experiment are shown in Table 1 and each item will be explained in detail in the following sections. It is important to note that
Purchase Intention is described to be used in the input vectors in our experiments in Table 1, but this was of course removed for the
experiments in which it was the Prediction Target to avoid redundancies.

4.2. Prediction model bases

In this study, we measured the predictability of each purchase behavior target either by unit of product, to observe the difference
in marketing success from product to product, and by unit of user, to observe the rate of population that was potentially influenced by
advertisements. After extracting the commercial advert viewing data using these parameters from the 3000 users that answered the
survey, which includes purchase behavior questions from 200 products at two different points in time, only 36 products from those in

Table 1
Experiment variations.

Experiment contents Variations

Prediction • Product Based Models
Model Bases • User Based Models
Prediction Targets • Purchase Intention

• Actual Purchase
Input Data Variants • Advert Viewing Time

• Advert Viewing Time, Demographics, (and Purchase Intention)
• Demographics (and Purchase Intention)

Prediction Models • Support Vector Machine
• XGBoost
• Logistic Regression
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the survey were linked to commercial adverts that were actually viewed by those same users. Thusly, we performed our experiments
using the viewing data of 3000 users for these 36 products in the configurations explained before in Table 2.

4.3. Prediction targets

4.3.1. Purchase Intention and Actual Purchase
From the survey data provided by Nomura Research Institute Ltd., we can examine 3000 customer samples, of which we can

extract the Purchase Intention and Actual Purchase answers at two points in time, one in January 2017, and another in March 2017,
for 200 different products, 36 of which had advertisements in the same time period. Each time, the surveys inquire the customer if
they have recently had an intention or desire to purchase a certain product (regardless of action on this desire), which corresponds to
Purchase Intention; likewise, it inquires if they have recently had purchased a product, corresponding to the Actual Purchase element.
We will inspect the effect of adverts on these two elements of a customer’s purchase decisions and observe their change with time on
the span of three months.

4.3.2. Prediction target data categorization
In order to explore the different effects commercial adverts may have on the purchase decisions of customers based on their

answers from two different points in time, we have labeled each user in regard to each product with 6 categories (from 0 to 5),
describing several patterns of behavior. For example, let’s examine customers who answered they had purchased a product in January
and then not in March, corresponding to category 0, in comparison to customers who purchased the product in March, corresponding
to category 4: It is possible that, had category 0 customers were exposed to adverts in greater quantity than other users who still
purchased the product and weren’t exposed to as many adverts on the span of 3 months, this could mean that the advert was at least
not effective, or in a worse scenario, off-putting. On the other hand, if the amount of advert exposure was minimal with category 0
customers and at the same time, customers in category 4 who actually recall having purchased the product in the March survey had
been exposed to a large amount of adverts, it would prove to be an effective commercial advert campaign.

Although our approach for analysis is different, the above is a simple example of the importance of this distinction between
behavior categories. The six categories for each element are explained in detail in Tables 3 and 4.

4.4. Input data

4.4.1. Advert viewing time
We extracted the viewing time for adverts of each product for each customer from the household television viewing data collected

and provided by Nomura Research Institute Ltd. Now the data provided tells us if a user had their personal television turned on at the
moment of a certain show. Using the information provided of which commercial advert was shown during which television show and
how long they lasted, we extracted the number of accumulated seconds a user had the television on for the adverts of each product,
and organized them into different weekdays. We called this the Weekday data configuration. For comparison, in a different model, we
separated each weekday into two time slots. We did this to further analyze whether the time period regularly described as
“Primetime” (19:00 to 23:00) had any different influence than other time slots. We called this the Weekday Time Slot data con-
figuration. We show the detailed features in Appendix A in Table A.18.

4.4.2. Demographic data
In order to perform control experiments, in which the prediction is either aided by, or designed only to be based on external

factors from the advert exposure time, we performed experiments using the demographic information of each user collected at the

Table 2
Prediction model bases.

Prediction Model Base Description

Product Based Prediction Models For each product from 36 available in the survey, data from 3000 users was collected and paired with their labels.
User Based Prediction Models For each user from 3000 available, data corresponding to the 36 products available in the survey was collected and

paired with their labels.

Table 3
Category definition for Actual Purchase element.

Category January Actual Purchase March Actual Purchase

0 Yes No
1 No No
2 No Yes
3 Yes Yes
4 Yes/No Yes
5 Yes/No No
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time of the survey by Nomura Research Institute, Ltd. We used the age, sex, marital status, parental status and income bracket
reported by each user. The answers and consequently the vector features are shown in detail in Appendix A in Table A.19.

4.5. Prediction models

In this study we chose 3 prediction models: Support Vector Machine, XGBoost and Logistic Regression. SVM and XGBoost are
considered well performing supervised machine learning models in the machine learning field considering the size of the data
available for this study. Logistic Regression is a statistical model commonly used for binary prediction that is also appropriate for the
size of our data. We explain each of those models in more detail in the following sections.

4.5.1. Support Vector Machine
Support Vector Machines (later abbreviated SVM) are supervised machine learning models used in regression and classification

problems (Cortes & Vapnik, 1995). Supervised learning meaning that the model trains on previously labeled data, and establishes a
way to match the labels as accurately as possible for new unlabeled data to be analyzed. In a binary classification problem, also called
a Support Vector Classifier (SVC), previously established binary labels are matched with a p-dimensional vector of input data. Each
column or dimension in the vector expresses a feature in the input data, and each row of the vector is a different data point. After each
data point is matched with a label, an SVM uses an algorithm to determine a (p-1)-dimensional hyperplane that separates the p-
dimensional space in a way that minimizes error in classification, by maximizing the distance between the hyperplane and the nearest
point in either classification. In our study we used the linear kernel for our SVC.

4.5.2. XGBoost
Originally started as a research project by Tianqi Chen (Chen & Guestrin, 2016), XGBoost is an improved and optimized appli-

cation of a Gradient Boosting Machine, or GBM, also called gradient tree boosting, or gradient boosted regression tree. A Gradient
Boosted Regression Tree (GBRT) works by building an ensemble model from several weak learning machines which are just above
random guessing in accuracy, in this case using Decision Trees. The misclassified results from these weak predictions are then
weighted and added to a final strong learning machine. This process iteratively optimizes the misclassification cost in a functional
gradient descent so that the final learning machine focuses on important factors from the training data for a stronger prediction
model.

4.5.3. Logistic regression
The logistic model (Walker & Duncan, 1967) uses a logistic function to model a binary dependent variable. It is a form of

regression in which the probability of the dependant variable being one of two possible values (0 or 1) is estimated from the
independent variables.

4.6. Model evaluation metrics

In order to measure the effectiveness of the training process and data, we performed what is called a K-fold cross validation. This
means that after randomly shuffling and splitting our training data in k equal parts, k−1 of those parts are used for training, while the
remaining one part is used in validation. Using the trained models, a prediction is made, and it is decided if such a prediction is
correct or not, and counted and grouped as a True Positive, True Negative, False Positive or False Negative prediction. This is
explained in Table 5.

Measures of accuracy are determined from these prediction outcomes. This process is then repeated k times and the measures

Table 4
Category definition for Purchase Intention element.

Category January Purchase Intention March Purchase Intention

0 Yes No
1 No No
2 No Yes
3 Yes Yes
4 Yes/No Yes
5 Yes/No No

Table 5
Prediction outcomes.

Prediction is Correct Prediction is Incorrect

Prediction is Positive True Positive False Positive
Prediction is Negative True Negative False Negative
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taken are averaged. In this study we used the F1 score, which measure is a harmonic mean between precision and recall. Precision,
described in formula (1), lets us observe the rate of correct positive predictions from all the positive predictions, while Recall, detailed
in formula (2), observes the rate of correct positive predictions from the total of actual positive data. The F1 score in formula (3) then
can only be high when both of these measures are high simultaneously, and will lower substantially if they are not consistent. We use
this score as it allows us to avoid overlooking data while maintaining accurate predictions.

=
+

Precision TruePositives
TruePositives FalsePositives (1)

=
+

Recall TruePositives
TruePositives FalseNegatives (2)

=
+

F Precision Recall
Precision Recall

2 *
1 (3)

5. Experiments

5.1. Model training

As explained in Section 4.1, we designed the experiment by training variations of models depending on the input and output
values. The combinations of configurations for the input data shown were explained in Table 1, and they give us a total of 30,360
possible inputs for experiment variations. The possible targets explained in Tables 3 and 4 give us a total of 12 possible prediction
targets. Together, we performed a total of 364,320 experiments per prediction model. Since we used 3 kinds of prediction models
(SVM, XGBoost and Logistic Regression), we performed a total of 1,092,960 experiments in this study.

5.2. Experiment parameters

Each prediction model, SVM, XGBoost and the Logistic Regression function can have different parameters when fitting the data to
the model. In this study the parameters were chosen broadly to make a general approach (not very specialized) to all the different
configurations of the experiment that could take place. Because of the number of experiments explained in Section 5.1, to choose
parameters in a specific manner could unbalance one experiment in favor of the other. As such, we chose simple parameters that can
apply to many cases.

The SVM experiments were performed with a linear kernel and a C value of 1. The C parameter allows for misclassification in
exchange of a larger margin at small values, and it becomes stricter for larger values, perhaps causing overfitting if large enough. The
XGBoost experiments were performed with a learning rate of 0.1, a maximum tree depth of 3, and 100 estimators. The Logistic
Regression experiments were performed with unit weight per individual sample. A 5-Fold cross validation was performed for all of
the models.

6. Results

Because of the large number of experiments performed in this study, we analyze the average performances for different variations
of the model input and prediction output. In order to compare the performance across different variations, we performed t-tests and
examined the p-values for statistical significance. The average performance results are detailed in Section 6.1. The t-test comparisons
are shown in Section 6.2.

6.1. Prediction score averages

The F1 scores for the SVM product based model for all 36 products were averaged for each variation of the experiment. The results
are shown in Table 6. The average F1 scores for the SVM user based model for all 3000 users are shown in Table 7.

Similarly, the XGBoost product based models average F1 scores are shown in Table 8, and the user based models average F1 scores
are shown in Table 9.

Lastly, the Logistic Regression product and user based models average results are shown in Tables 10 and 11.

6.2. Statistical analysis

In this study we performed a series of experiments where we trained different prediction models based on either advert viewing
time or demographic data to predict purchase behaviors of actual purchase and purchase intention across 3000 users and 36 pro-
ducts. If we were able to predict purchase behaviors with models based on exposure time more reliably than with models based on
demographic data, the obvious strategy for businesses would be to increase the number of adverts. On the other hand, if models based
on exposure time had unreliable predictability in contrast to models based on demographic data, doubts would surface about the
effectiveness of the hard investment in television advertising.

In order to analyze the change in predictability of purchase behavior we averaged the results of predictions across different
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variations of the experiments, detailed in the previous section, and then performed t-tests to observe the difference in performance
between sets of results. We established 3 hypotheses to test for, explained below.

Hypothesis 1. Advert viewing time based models perform differently from demographics based models.

For this hypothesis, we performed a t-test using the results from models that include advert viewing time and the models that only
include demographic data. More specifically, we tested the Weekday Time Slot model results against the Demographics models, and
the Weekday Only models against the Demographics models. The p-values for each t-test are shown in Table 12 for Actual Purchase
predictions and in Table 13 for Purchase Intention predictions. With these tests, we will examine the changes in predictability against
demographic data, which we are using as the control data for our experiments. This will allow us to determine whether the advert
viewing time based models are performing better or worse than the demographic models, and therefore conclude whether the advert
viewing time is having an effect on customers purchase behavior or if it is decided by external factors.

Hypothesis 2. Demographic and advert viewing based models perform differently from demographic based models.

For this hypothesis, we performed a t-test bewteen the results from models that include both advert viewing time and demo-
graphic data, and the models that only include demographic data. More specifically, we tested the Weekday Time Slot and
Demographics model results against the Demographics models, and the Weekday and Demographics models against the

Table 6
SVM Product Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.293 0.292 0.489 0.495 0.497 0.413

0 0.000 0.000 0.211 0.225 0.218 0.131
1 0.856 0.852 0.876 0.878 0.875 0.867
2 0.000 0.000 0.327 0.343 0.343 0.204
3 0.000 0.000 0.161 0.171 0.171 0.102
4 0.000 0.000 0.446 0.441 0.441 0.267
5 0.901 0.900 0.910 0.911 0.911 0.907

Purchase
Intention

General
Average

0.252 0.248 0.273 0.275 0.276 0.265

0 0.000 0.000 0.000 0.000 0.000 0.000
1 0.570 0.558 0.590 0.590 0.596 0.581
2 0.000 0.000 0.000 0.000 0.000 0.000
3 0.115 0.110 0.139 0.139 0.138 0.129
4 0.166 0.156 0.226 0.226 0.233 0.202
5 0.662 0.666 0.685 0.685 0.689 0.678

Both Targets Total
Average

0.273 0.270 0.381 0.385 0.386 0.339

Table 7
SVM User Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.317 0.315 0.391 0.359 0.373 0.351

0 0.055 0.049 0.095 0.085 0.087 0.074
1 0.745 0.755 0.854 0.789 0.812 0.791
2 0.074 0.070 0.140 0.114 0.126 0.105
3 0.076 0.071 0.108 0.107 0.121 0.096
4 0.140 0.126 0.254 0.221 0.239 0.196
5 0.812 0.822 0.893 0.840 0.855 0.844

Purchase
Intention

General
Average

0.297 0.289 0.242 0.296 0.290 0.283

0 0.036 0.032 0.006 0.036 0.033 0.029
1 0.553 0.553 0.534 0.548 0.553 0.548
2 0.048 0.043 0.007 0.049 0.042 0.038
3 0.217 0.195 0.093 0.217 0.198 0.184
4 0.301 0.279 0.174 0.299 0.280 0.267
5 0.629 0.634 0.639 0.626 0.632 0.632

Both Targets Total
Average

0.307 0.302 0.316 0.327 0.331 0.317
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Demographics models. The p-values for each t-test are shown in Table 14 for Actual Purchase predictions and in Table 15 for Purchase
Intention predictions. With these tests, we will examine if adding the advert viewing data to the demographic data causes any major
changes, to determine if the predictions are being improved, worsened, or if they stay the same regardless of advert viewing.

Hypothesis 3. Advert viewing time based models perform differently from demographic and advert viewing based models.

For this hypothesis, we performed a t-test between the results from models that include both advert viewing time and demo-
graphic data, and the models that only include advert viewing data. More specifically, we tested the Weekday Time Slot and
Demographics model results against the Weekday Time Slot models, and the Weekday and Demographics models against the
Weekday Only models. The p-values for each t-test are shown in Table 16 for Actual Purchase predictions and in Table 17 for
Purchase Intention predictions. With these tests, we will examine if adding the demographic data to the advert viewing data causes
any major changes, to determine if the predictions are being improved, worsened or if they stay the same regardless of demographic
variances. By performing this last test, as well as the differences tested by Hypothesis 1 and Hypothesis 2, we can assume significant
differences across all major 3 groups of data.

Table 8
XGBoost Product Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.293 0.294 0.307 0.309 0.308 0.302

0 0.001 0.000 0.027 0.030 0.029 0.017
1 0.847 0.849 0.756 0.755 0.752 0.792
2 0.001 0.000 0.048 0.054 0.052 0.031
3 0.003 0.003 0.043 0.044 0.045 0.028
4 0.008 0.010 0.136 0.136 0.133 0.085
5 0.898 0.900 0.835 0.835 0.833 0.860

Purchase
Intention

General
Average

0.257 0.257 0.266 0.266 0.268 0.263

0 0.000 0.000 0.000 0.002 0.001 0.001
1 0.574 0.571 0.573 0.565 0.572 0.571
2 0.000 0.001 0.001 0.001 0.002 0.001
3 0.121 0.122 0.136 0.136 0.142 0.131
4 0.175 0.175 0.211 0.220 0.219 0.200
5 0.670 0.674 0.673 0.669 0.674 0.672

Both Targets Total
Average

0.275 0.275 0.287 0.287 0.288 0.282

Table 9
XGBoost User Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.291 0.291 0.297 0.301 0.302 0.296

0 0.008 0.008 0.018 0.021 0.021 0.015
1 0.771 0.769 0.752 0.758 0.760 0.762
2 0.014 0.014 0.030 0.032 0.033 0.025
3 0.027 0.029 0.042 0.048 0.049 0.039
4 0.082 0.084 0.119 0.121 0.123 0.106
5 0.841 0.842 0.825 0.827 0.825 0.832

Purchase
Intention

General
Average

0.267 0.269 0.239 0.267 0.268 0.262

0 0.008 0.008 0.001 0.008 0.007 0.006
1 0.538 0.543 0.533 0.542 0.542 0.540
2 0.013 0.013 0.001 0.013 0.013 0.010
3 0.154 0.161 0.085 0.155 0.159 0.143
4 0.249 0.250 0.174 0.248 0.252 0.235
5 0.638 0.637 0.643 0.636 0.636 0.638

Both Targets Total
Average

0.279 0.280 0.268 0.284 0.285 0.279
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Table 10
Logistic Regression Product Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.293 0.293 0.500 0.513 0.508 0.421

0 0.000 0.000 0.226 0.234 0.237 0.139
1 0.851 0.853 0.874 0.874 0.875 0.865
2 0.000 0.000 0.343 0.368 0.355 0.213
3 0.002 0.000 0.181 0.208 0.195 0.117
4 0.006 0.004 0.462 0.480 0.475 0.286
5 0.899 0.901 0.914 0.914 0.914 0.909

Purchase
Intention

General
Average

0.259 0.256 0.289 0.294 0.292 0.278

0 0.000 0.000 0.000 0.000 0.000 0.000
1 0.575 0.572 0.608 0.611 0.611 0.595
2 0.000 0.000 0.000 0.001 0.000 0.000
3 0.125 0.118 0.159 0.170 0.163 0.147
4 0.184 0.174 0.270 0.280 0.278 0.237
5 0.671 0.668 0.696 0.703 0.701 0.688

Both Targets Total
Average

0.276 0.274 0.394 0.404 0.400 0.350

Table 11
Logistic Regression User Based Models Average F1 scores.

Prediction Target Category Advert Viewing
Weekday Time
Slots

Advert Viewing
Weekday Only

Demographics Advert Viewing Weekday
Time Slots and
Demographics

Advert Viewing
Weekday Only and
Demographics

Total
Average

Actual Purchase General
Average

0.312 0.309 0.347 0.333 0.341 0.328

0 0.046 0.040 0.037 0.056 0.054 0.047
1 0.740 0.750 0.846 0.771 0.794 0.780
2 0.064 0.058 0.070 0.083 0.082 0.071
3 0.074 0.066 0.064 0.089 0.091 0.077
4 0.139 0.124 0.175 0.173 0.185 0.159
5 0.806 0.815 0.888 0.827 0.844 0.836

Purchase
Intention

General
Average

0.298 0.295 0.242 0.298 0.293 0.285

0 0.037 0.035 0.007 0.038 0.034 0.030
1 0.555 0.557 0.535 0.554 0.556 0.551
2 0.052 0.047 0.009 0.052 0.044 0.041
3 0.220 0.204 0.093 0.220 0.207 0.189
4 0.298 0.288 0.175 0.300 0.286 0.269
5 0.628 0.635 0.636 0.628 0.634 0.632

Both Targets Total
Average

0.305 0.302 0.294 0.316 0.317 0.307

Table 12
Hypothesis 1 t-test: p-values for Actual Purchase behavior.

Model Base Configuration Actual Purchase Categories

0 1 2 3 4 5

SVM product Weekday Time Slot 0.000 0.328 0.000 0.001 0.000 0.567
Weekday Only 0.000 0.284 0.000 0.001 0.000 0.527

user Weekday Time Slot 0.000 0.000 0.000 0.000 0.000 0.000
Weekday Only 0.000 0.000 0.000 0.000 0.000 0.000

XGBoost product Weekday Time Slot 0.000 0.005 0.000 0.015 0.000 0.013
Weekday Only 0.000 0.004 0.000 0.015 0.000 0.011

user Weekday Time Slot 0.000 0.004 0.000 0.000 0.000 0.004
Weekday Only 0.000 0.010 0.000 0.000 0.000 0.003

Logistic Regression product Weekday Time Slot 0.000 0.282 0.000 0.000 0.000 0.348
Weekday Only 0.000 0.327 0.000 0.000 0.000 0.414

user Weekday Time Slot 0.012 0.000 0.236 0.032 0.000 0.000
Weekday Only 0.374 0.000 0.007 0.757 0.000 0.000
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7. Discussion

7.1. Influence of TV adverts on Actual Purchase and Purchase Intention

Observing our results across models in the Tables of Section 6.1, in general, we can observe that SVM models perform relatively
better than XGBoost models and Logistic Models, and that the differences and directional change in averages between Advert Viewing
Time based models, Demographics based models, and Advert Viewing Time and Demographics based models stay consistent across
SVM, XGBoost and Logistic Regression models. That is to say, low predictability in Advert Viewing Time based models compared to
Demographic data models stays constant regardless of the changes in performance across prediction techniques.

Table 13
Hypothesis 1 t-test: p-values for Purchase Intention behavior.

Model Base Configuration Purchase Intention Categories

0 1 2 3 4 5

SVM product Weekday Time Slot nan 0.803 nan 0.700 0.405 0.767
Weekday Only nan 0.694 nan 0.644 0.329 0.808

user Weekday Time Slot 0.000 0.026 0.000 0.000 0.000 0.234
Weekday Only 0.000 0.028 0.000 0.000 0.000 0.534

XGBoost product Weekday Time Slot 0.324 0.983 0.041 0.804 0.598 0.969
Weekday Only 0.324 0.982 0.203 0.811 0.606 0.992

user Weekday Time Slot 0.000 0.533 0.000 0.000 0.000 0.585
Weekday Only 0.000 0.246 0.000 0.000 0.000 0.509

Logistic Regression product Weekday Time Slot nan 0.673 0.803 0.582 0.222 0.724
Weekday Only nan 0.655 0.324 0.514 0.175 0.704

user Weekday Time Slot 0.000 0.017 0.000 0.000 0.000 0.364
Weekday Only 0.000 0.010 0.000 0.000 0.000 0.947

Table 14
Hypothesis 2 t-test: p-values for Actual Purchase behavior.

Model Base Configuration Actual Purchase Categories

0 1 2 3 4 5

SVM product Weekday Time Slot 0.923 0.953 0.748 0.777 0.968 0.980
Weekday Only 0.850 0.936 0.839 0.868 0.942 0.956

user Weekday Time Slot 0.056 0.000 0.000 0.837 0.000 0.000
Weekday Only 0.139 0.000 0.033 0.038 0.078 0.000

XGBoost product Weekday Time Slot 0.758 0.973 0.581 0.936 0.991 0.993
Weekday Only 0.811 0.929 0.703 0.897 0.924 0.956

user Weekday Time Slot 0.074 0.318 0.413 0.057 0.625 0.655
Weekday Only 0.069 0.187 0.173 0.045 0.388 0.993

Logistic Regression product Weekday Time Slot 0.894 0.997 0.674 0.627 0.772 0.971
Weekday Only 0.856 0.955 0.846 0.808 0.831 0.990

user Weekday Time Slot 0.000 0.000 0.007 0.000 0.823 0.000
Weekday Only 0.000 0.000 0.017 0.000 0.187 0.000

Table 15
Hypothesis 2 t-test: p-values for Purchase Intention behavior.

Model Base Configuration Purchase Intention Categories

0 1 2 3 4 5

SVM product Weekday Time Slot nan 0.942 nan 0.985 0.930 0.969
Weekday Only nan 0.986 nan 0.991 0.950 0.955

user Weekday Time Slot 0.000 0.099 0.000 0.000 0.000 0.118
Weekday Only 0.000 0.029 0.000 0.000 0.000 0.402

XGBoost product Weekday Time Slot 0.002 0.924 0.850 0.996 0.900 0.960
Weekday Only 0.115 0.990 0.364 0.916 0.916 0.986

user Weekday Time Slot 0.000 0.290 0.000 0.000 0.000 0.409
Weekday Only 0.000 0.303 0.000 0.000 0.000 0.400

Logistic Regression product Weekday Time Slot nan 0.957 0.331 0.856 0.884 0.916
Weekday Only nan 0.957 0.871 0.943 0.903 0.943

user Weekday Time Slot 0.000 0.028 0.000 0.000 0.000 0.313
Weekday Only 0.000 0.016 0.000 0.000 0.000 0.869
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In Tables 6 and 7 we can observe this more closely. In general for Actual Purchase behavior, predictions using Advert Viewing
Time only have a lower performance than the other models. Specially in categories 2 and 4 of the purchase behavior, we can see that
the average predictability rises from 0 or close to 0, to a higher predictability in every case that demographic data is used for positive
purchase behavior.

We can confirm this increase is statistically significant by observing the results of Hypothesis 1 in Table 12. For the most part,
excluding negative purchase behavior, the data is significantly different at a 95% confidence level (p<0.05) between models that
use advert viewing time as a base for prediction and models that use demographic data as a base for prediction. Moreover, we can
confirm that the changes in predictability between models that include both advert viewing time and demographic data, and models
that only include demographic data are not statistically significant by observing the results of Hypothesis 2 in Table 14. In most cases,
(p>0.05), proving that the advert viewing time data did not influence the prediction scores significantly, and that whatever correct
predictions were made were most likely based on the coefficients and weights of the demographic data. Finally, observing
Hypothesis 3 in Table 16 also confirms the difference and increase of performance between advert viewing time models and those
that combine advert data with demographic data.

The exception to this rule is in category 1, where customers consistently answered ”NO” in their purchase recall or purchase
intention questions of the survey both in January 2017 and March 2017. Subsequently, this also influences category 5 results.
Predictions seem to be high across all models when the customer has a negative purchase behavior. However, the t-test results for
Hypotheses 1 and 3 show us that there is not a statistically significant difference between demographic data models and advert
viewing time models. Because of these results, the factors that are influencing negative purchase decisions cannot be determined to be
either advert viewing time or otherwise.

With these results in mind, it could be said that TV adverts are not a main factor in predicting whether a customer will change
their purchasing behavior or not in a positive way, specially their actual purchase behavior. While the research based on the mere
exposure effect would suggest otherwise, customers are observed to decide on their purchase without much predictability, except for
their demographic data. It could be said that while there might be influence in the customer’s knowledge of the brand, the data
suggests that the amount of time exposed to TV adverts has no effect in the customers Actual Purchase behavior.

Other studies, using a controlled environment, have linked mere exposure with bias in consumer choice (Janiszewski, 1993).
However, there is a possible explanation for these discrepancies in results. While controlled experiments show the TV adverts to their

Table 16
Hypothesis 3 t-test: p-values for Actual Purchase behavior.

Model Base Configuration Actual Purchase Categories

0 1 2 3 4 5

SVM product Weekday Time Slot 0.000 0.354 0.000 0.000 0.000 0.553
Weekday Only 0.000 0.253 0.000 0.000 0.000 0.488

user Weekday Time Slot 0.000 0.000 0.000 0.000 0.000 0.000
Weekday Only 0.000 0.000 0.000 0.000 0.000 0.000

XGBoost product Weekday Time Slot 0.000 0.005 0.000 0.009 0.000 0.013
Weekday Only 0.000 0.003 0.000 0.013 0.000 0.009

user Weekday Time Slot 0.000 0.051 0.000 0.000 0.000 0.011
Weekday Only 0.000 0.181 0.000 0.000 0.000 0.002

Logistic Regression product Weekday Time Slot 0.000 0.287 0.000 0.000 0.000 0.367
Weekday Only 0.000 0.303 0.000 0.000 0.000 0.400

user Weekday Time Slot 0.005 0.000 0.000 0.001 0.000 0.000
Weekday Only 0.000 0.000 0.000 0.000 0.000 0.000

Table 17
Hypothesis 3 t-test: p-values for Purchase Intention behavior.

Model Base Configuration Purchase Intention Categories

0 1 2 3 4 5

SVM product Weekday Time Slot nan 0.750 nan 0.713 0.359 0.738
Weekday Only nan 0.682 nan 0.633 0.300 0.766

user Weekday Time Slot 0.874 0.494 0.853 0.934 0.835 0.655
Weekday Only 0.822 0.991 0.621 0.658 0.806 0.805

XGBoost product Weekday Time Slot 0.031 0.910 0.071 0.805 0.514 0.993
Weekday Only 0.197 0.992 0.051 0.731 0.532 0.994

user Weekday Time Slot 0.946 0.634 0.803 0.838 0.885 0.757
Weekday Only 0.586 0.886 0.941 0.764 0.880 0.841

Logistic Regression product Weekday Time Slot nan 0.634 0.427 0.464 0.169 0.647
Weekday Only nan 0.618 0.324 0.468 0.139 0.652

user Weekday Time Slot 0.904 0.823 0.934 0.968 0.746 0.905
Weekday Only 0.556 0.848 0.315 0.708 0.743 0.907
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sample audience directly in most cases, in an uncontrolled environment of a customer’s home, the customer is left free to ignore the
advert and do something unrelated in the meanwhile (Abernethy, 1991). In the United Kingdom, there is a widely documented
phenomenon involving TV advert timing and a surge in electricity caused by the use of electric kettles for preparing tea. This
phenomenon is commonly called TV pickup, and has been documented for long (Boait, Rylatt, & Wright, 2007; Bunn, 1982). Similar
to these cases, if the customers whose data were actively ignoring the adverts, the sample for training the prediction models would
contain noise, altering the results. It stands to reason that without the influence of this active aversion would have on our learning
model, it might correctly predict purchasing behavior as expected. However, this is more of a problem with the current TV adver-
tisement model than with the methodology of this study. We will discuss this further in Section 7.3 of this paper.

7.2. Influence of TV adverts based on primetime

In our prediction model experiments, we used data from advertisement exposure during different time periods, days of the week
and weekends. While we did this in order to observe differences in predictability for different time schedules available to different
kinds of customers, especially during primetime television hours, we arrived to similar results for all time data configurations. We did
not observe any difference in predictability based on Primetime television watching compared to other time periods. This could be
interpreted as there being little influence in time periods and changes in purchasing behavior.

7.3. Implications for the TV advert industry

Based on the low results of predictability of purchase behavior by advert exposure, it can be observed that TV adverts have a low
probability of achieving their main purpose: to increase sales. As was stated in Section 7.1 of this paper, there could be a large
influence on this study’s results from customers actively ignoring the adverts although they are being broadcast to their TVs. It is left
to further discussion and research if adverts actually have the intended effect on customers when watched properly, or if this effect is
not achieved anyway. In Fang et al. (2007) it is proposed that while the mere exposure of banner advertisement increases perceptual
fluency, it doesn’t have an effect on actual brand recognition compared to the control groups, for example. The existence or absence
of influence by perceptual fluency on a customer’s purchase decision hasn’t been fully explored, but the consensus in the processing
fluency model is that perceptual fluency influences brand judgement on some level, although it depends on the concept if the
reception is positive or not (Lee & Labroo, 2004). The problem with these studies and the current consensus, as has been said
previously in this paper, is both that most experiments are done with relatively small sample sizes, and that there is a factor of
uncertainty that comes with the physical avoidance of adverts in a customer’s household.

With these things in mind, we consider both possibilities: either customers are attentive and the adverts have the expected
influence in their short and long term memories in the case of repeated exposures (Rossiter et al., 2001); or the customers are
inattentive of the advert and there might be some level of unconscious effect of mere exposure in their perception fluency (Fang et al.,
2007). We observed however in our results that there is no effect on Actual Purchase behavior. While it may be true and out of the
reach of our data that the customers would have influence in their memory, there was no link observed between the time of advert
exposure and the purchase decisions. This raises a concern for the TV advert industry. Regardless of the cause of our results, the main
implication of our paper is that currently, TV adverts are shown to have little to no effect on changes in Actual Purchase behavior.
While thousands of billions of japanese yen are spent on TV advertisements each year1, the effects observed in this study are
negligible. Because of this, changes are necessary in the current TV advertisement model.

8. Limitations

In comparison with previous research regarding this topic, our study presents a much larger database, a sample of 3000 users for
36 different products and the previously unavailable household television viewing data increases the possibilities for studying the
effects of advert exposure more realistically. In accordance with this size of data, we used SVM and XGBoost, which are considered
well-performing machine learning algorithms in this level of magnitude. However, while we propose using machine learning algo-
rithms as an effective method, we are still limited by the calculation times for each model. Top performing and state of the art models,
such as Deep Neural Networks, with their variations and advancements, have been known to be used with similar magnitudes of data
or to expand upon it by using GAN (Generative Adversarial Network) (Goodfellow et al., 2014), but their calculation time is far
greater. Thus, Neural Networks are more appropriate for single models being trained, instead of a performance comparison of a large
array of models as we did in our study.

Another limitation of this study is the nature of the prediction targets collected by survey. While a person can be asked directly in
a survey whether they would purchase an item (purchase intention) or if they had already in the recent past (actual purchase),
research based on online shopping has access to the actual purchase data, and to the number of times a person looks at a products
description page, or searches terms related to it. Television advertisement research, by its nature, is harder to connect to the actual
behavior of the customers and can only be assumed to be equal to their reported behavior. There is also a limitation of the number of
questions that a person might answer, and how honestly they might answer them with a survey of this magnitude.

1 Dentsu, inc. 2017 Advertising Expenditures in Japan. Retrieved on May 2018 from http://www.dentsu.com/knowledgeanddata/ad_
expenditures/pdf/expenditures_2017.pdf.
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In addition to this, because of the timing of the surveys being 3 months apart between January and March 2017, we can only
examine the short-term effect of advertisements, and not the long-term effect across different years of constant advertisement ex-
posure.

Furthermore, much of the data that could be used to inspect this matter further belongs to private institutions and in many cases,
is treated as a company secret.

However, with the measurements of short-term effects of advertisement in a field where not much new research is done, we can
start to shed light on problems that could be having a large impact on the costs of many industries.

9. Conclusion and future work

In this paper we analyzed the ability to predict purchasing behavior, namely Actual Purchase and Purchase Intention, based on
the customers’ time spent exposed to television adverts using machine learning algorithms, and compared it to the ability to predict
the same behavior by using demographic data on its own and in combination with the exposure time data. Based on the low
prediction results of Actual Purchase by exposure time models and the relatively high prediction results for demographic based
models, as well as a non-significant difference between the demographic models and the combined models, we concluded that
advertisement exposure has little to no effect in short-time Actual Purchase behavior.

We discussed possible influence by deliberate avoidance of advert cuts to prepare food or tea, and while some studies focus on the
effect of attentive watching of adverts, other studies focus on the mere exposure effects, which would be achieved despite physical
avoidance because of advert audio and simple proximity of the television. Both scenarios are in strong contrast with the results of our
study, which shows little to no predictability in purchase behavior. Points left to research in future work are a deeper analysis of the
predictable customers, looking for similarities or clusters within this class, as well as using newer and better performing deep learning
algorithms when larger datasets are available.
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Appendix A. Input data details

As explained in Section 4.4.1, two data configurations were used for advert viewing time. The detailed features used are shown in
Table A.18.

Table A.18
Viewing time analysis elements.

Data Configuration Advert Viewing Time in seconds Data Features

• Monday
• Tuesday
• Wednesday

Weekdays • Thursday
• Friday
• Saturday
• Sunday
• Monday Primetime
• Monday Non-Primetime
• Tuesday Primetime
• Tuesday Non-Primetime
• Wednesday Primetime
• Wednesday Non-Primetime

Weekday Time Slots • Thursday Primetime
• Thursday Non-Primetime
• Friday Primetime
• Friday Non-Primetime
• Saturday Primetime
• Saturday Non-Primetime
• Sunday Primetime
• Sunday Non-Primetime
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Similarly, as explained in Section 4.4.2, demographic data was used as input for predictions in a number of our experiments. The
detailed features used in the input vectors are described in Table A.19.

Appendix B. Data distribution

In this section we will describe the data we received from the Nomura Research Institute, Ltd., and the distribution and nature of
products, adverts and prediction targets.

Table A.19
Demographic data used in input vectors.

Survey Data Possible Answers

• 18 to 25 years old
• 26 to 35 years old

Age • 36 to 45 years old
• 46 to 55 years old
• 56 or older

Sex • Male
• Female
• Single

Marital Status • Married
• Divorced or Widowed

Parental Status • Parent
• Not a Parent
• Not disclosed
• No Income
• Under 1,000,000 yen
• From 1,000,000 yen to 2,000,000 yen
• From 2,000,000 yen to 3,000,000 yen
• From 3,000,000 yen to 4,000,000 yen

Income Bracket • From 4,000,000 yen to 5,000,000 yen
• From 5,000,000 yen to 6,000,000 yen
• From 6,000,000 yen to 7,000,000 yen
• From 7,000,000 yen to 10,000,000 yen
• From 10,000,000 yen to 15,000,000 yen
• From 15,000,000 yen to 20,000,000 yen
• Over 20,000,000 yen

Fig. B.1. Products Matched with Advert Viewing Data.
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Fig. B.2. Programs including adverts broadcast time distribution.

Fig. B.3. Advert Exposure Time for all users and products by Weekday and Time Slot.

E.C. Alemán Carreón, et al. Information Processing and Management 56 (2019) 1339–1355

1353



B1. Surveyed products

The surveys of purchase behavior taken in January 2017 and March 2017 included 200 products, from which only 36 were
matched to television adverts during the period between both surveys. Because most of the products are sold only in Japan, a general
description of their nature and distribution is explained in Fig. B.1.

B2. Advert exposure and broadcasting data

The data we received from the Nomura Research Institute, Ltd. included the surveyees’ household television viewing times and
the program that was displayed when television was on. By matching this data with the adverts that were in between breaks from
those programs for the products that were surveyed, we obtained the advert exposure time for each user for each product. In this
study we explore the possibility of there being some difference in effect depending on the time slot, particularly the Primetime (19:00
to 23:00) time slot. In Fig. B.2 we show the broadcasting time distribution for the programs that displayed these 36 products during
the period of time in between the survey in January 2017 and the survey in March 2017. In Fig. B.3 we show the total sum of
exposure time in seconds across all users and products for the Primetime and otherwise time slots for each day of the week.

B3. Prediction target categories

The surveys included data of Purchase Intention and Actual Purchase at the times of January 2017 and March 2017 for 200
products, 36 of which were matched with television advert viewing data. As was explained in Section 4.3.2 and in Tables 3 and 4, we
divided the data in 6 categories (0 to 5) in order to observe the changes in time for these purchase behaviors. The distributions of
these categories are shown in Table B.20. Note that categories 4 and 5, by their nature, are a sum of categories 2 and 3, and 0 and 1
respectively.

Supplementary material

Supplementary material associated with this article can be found, in the online version, at 10.1016/j.ipm.2019.03.007.
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